**AI CUP 2024 春季賽**

**以生成式AI**

**建構無人機於自然環境偵察時所需之導航資訊**

**競賽 I － 影像資料生成競賽**

**競賽報告**

隊伍：TEAM\_5565

隊員：楊棋凱(隊長)、袁杰翔、蔡孟宸、李天佑

Private leaderboard：111.3347 / Rank11

**壹、環境**

作業系統：Windows 10

程式語言：Python 3.10 (開發環境：Visual Studio Code)

使用套件：CUDA11.6,PyTorch1.12.1, Torchvision0.13.1, torchaudio0.12.1, NumPy ,Dominate 2.9.1, Visdom 0.2.4, Weights and Biases 0.17.0

作業系統： Windows10

程式語言與開發環境：使用Python 3.10作為主要的程式語言，開發環境是Visual Studio Code，它提供了一個互動式的開發介面，方便進行代碼編寫、測試和可視化。

主要套件和函式庫：PyTorch1.12.1：主要機器學習框架，支援GPU加速，使模型訓練更加高效。

Cuda 11.6：用於GPU加速的庫，配合PyTorch使用，以充分利用硬體資源。

NumPy ：用於數據處理和視覺化的基本函式庫。

Weights and Biases：用於創建和操作HTML文檔，包括動態生成HTML頁面等。

Visdom ：視覺化工具，用於創建、組織和共用即時豐富資料的視覺化。

Dominate：用於創建和操作HTML文檔，包括動態生成HTML頁面等。

預訓練模型：在我們的項目中，我們並沒有使用預訓練模型，而是完全自行訓練我們的模型。

額外資料集：我們有使用AI cup demo code自帶的道路資料集，其他的訓練和測試數據都來自於主辦單位提供的標準數據集。

**貳、演算法與模型架構**

因為我們沒有接觸過生成式模型,對於cGAN[1]也不熟悉，因此我們只使用了官方推薦的pix2pix[2]來進行了訓練,為了處理不同的環境我們對河流與陸地使用了不同的生成器G和判別器D。

|  |
| --- |
| https://img-blog.csdnimg.cn/2019040715125370.png?x-oss-process=image/watermark,type_ZmFuZ3poZW5naGVpdGk,shadow_10,text_aHR0cHM6Ly9ibG9nLmNzZG4ubmV0L3dlaXhpbl8zNjQ3NDgwOQ==,size_16,color_FFFFFF,t_70 |
| 圖一、 cGAN工作原理 |

生成器模型的整體架構如圖二所示，是一個非常經典的生成器模型，其中的 ResnetBlock模塊會根據河流與陸地使用不同的數量。

|  |
| --- |
| Resnet_模型-生成器 |
| 圖二、生成器模型架構 |

判別器模型的整體架構如圖三所示，其中也有下採樣模塊會根據河流與陸地使用不同的數量。接下來對架構進行進一步的說明：

|  |
| --- |
| Resnet_模型-判別器 |
| 圖三、判別器模型架構 |

1. Downsampling模塊：

圖四為Downsampling架構，這裡通過Conv2D進行卷積操作將輸入圖片下採樣縮小了4倍，方便提取圖片的特徵值。

|  |
| --- |
| Resnet_模型-生成器Downsampling |
| 圖四、Downsampling架構 |

2. ResnetBlock模塊：

圖五為ResnetBlock架構，利用ReflectionPad2d與Conv2D的組合來提取圖片的特徵值。

|  |
| --- |
| Resnet_模型-生成器ResnetBlock |
| 圖五、ResnetBlock架構 |

3. Upsampling模塊：

圖六為Upsampling架構，利用ConvTranspose2d進行逆卷積操作將輸入圖片上採樣放大了4倍，恢復了原始圖片的大小。

|  |
| --- |
| Resnet_模型-生成器Upsampling |
| 圖六、Upsampling架構 |

**參、技術模型原創性或改良成效**

我們在處理圖像大小調整、優化模型時，遇到了一些問題。將模型輸出的256\*256大小圖片調整至428\*240的標準尺寸後，我們本期待的是模型效能會有所提升，但結果並不如人意，反而讓成績下滑了。我們原猜想，這可能是由於官方評分機制的問題。然而深一層的測試發現，我們在進行圖像大小調整（resize）的時候，引用了不同的方法，導致處理出來的效果不一致。具體來說，我們使用的兩種庫，cv2和PIL，處理縮放圖像的的演算法實現方式並不相同，經由實測驗證，結果是PIL庫處理出來的效果會讓最終成績有所提升，更適合這一次的比賽。

**肆、資料分析與處理過程**

我們發現AI cup demo code程式自帶一份道路資料集（資料集2），在使用雜湊值確認與原數據集（資料集1）沒有相同的圖片後，我們將兩份道路資料集合在了一起，並且統一將label圖片改為了白底黑線的方式來對模型進行訓練。

數據集中有不少模糊的照片原來想要通過Real-ESRGAN[3]模型來增強圖片，但發現訓練效果反而變差了，我們也有嘗試對模型輸出的圖片直接進行增強依舊評分下滑，猜測可能是因為評分方式是與原圖進行比較，但原圖本身模糊因此反而不適用於本次比賽。

|  |
| --- |
| teaser.jpg  teaser.jpg |
| 圖七、Real-ESRGAN模型效果對比 |

**伍、訓練方式**

優化器：預設使用的是Adam優化器，一種廣泛使用的最佳化演算法，特別適用於深度學習。 Adam結合了動量（Momentum）和RMSprop的優點，能夠自動調整學習率，因此在許多情況下表現良好。

學習率：使用預設的初始學習率 0.0002和linear線性學習率調整。

損失函數：使用均方誤差（MSE）損失來度量生成圖片與真實圖片之間的差異。

我們也有嘗試使用官方給於的預訓練權重，但是在訓練後發現效果並不如自行訓練出來的分數高，還有嘗試使用不同的生成式網路，例如wgangp等但效果都不是很好。因為河流與道路採用了不同的模型，因此需要分開訓練，我們的具體訓練指令如下：

河流模型訓練指令：python pytorch-CycleGAN-and-pix2pix-master/train.py --dataroot ./pytorch-CycleGAN-and-pix2pix-master/datasets/ROAD\_pix2pix --name ROAD\_pix2pix --model pix2pix --direction AtoB --netG resnet\_12blocks

道路模型訓練指令：python pytorch-CycleGAN-and-pix2pix-master/train.py --dataroot ./pytorch-CycleGAN-and-pix2pix-master/datasets/ROAD\_pix2pix --name ROAD\_pix2pix --model pix2pix --direction AtoB --netG resnet\_9blocks --netD n\_layers --n\_layers\_D 6

**陸、結果分析與結論**

我們先使用unet\_256[4]模型，發現效果不佳，便開始嘗試使用ResNet[5]模型，發現準確率有明顯提升後便開始更改模型其他細節，成員提出resize到標準大小後成績下降不合理，便開始嘗試各種resize方式，例如cv2的各種插值方式但發現成績還是PIL的預設插值方式效果最好。在嘗試過修改圖片後有了图像增强的想法，開始嘗試使用Real-ESRGAN來加強圖片，但效果不好便沒有繼續使用了。

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 表一、不同模型與resize方式的訓練結果比較 | | | | | | |
| 河流模型 | | 道路模型 | 訓練擴充 | 圖片大小resize方式 | Public分數 | Private分數 |
| G | unet\_256 | unet\_256 | 無 | 256\*256 | 131.6411 | 無 |
| D | basic | basic |
| G | unet\_256 | unet\_256 | 無 | 428\*240(cv2) | 132.3565 | 無 |
| D | basic | basic |
| G | unet\_256 | unet\_256 | 有 | 256\*256 | 122.0197 | 無 |
| D | basic | basic |
| G | resnet\_9blocks | unet\_256 | 有 | 428\*240(PIL) | 115.2449 | 無 |
| D | basic | basic |
| G | resnet\_9blocks | resnet\_9blocks | 有 | 256\*256 | 113.8731 | 無 |
| D | basic | n\_layers\_D=6 |
| G | resnet\_9blocks | resnet\_9blocks | 有 | 428\*240(PIL) | 111.7545 | 無 |
| D | basic | n\_layers\_D=6 |
| G | resnet\_12blocks | resnet\_9blocks | 有 | 428\*240(PIL) | 110.0217 | 111.3347 |
| D | basic | n\_layers\_D=6 |

結論：

在整體優化的過程中我們嘗試了各種不同的方式比如使用預訓練權重、使用不同的生成器判別器模型或是使用Real-ESRGAN來加強圖片，雖然在此之前沒有使用過PyTorch套件以及創建生成式模型的經驗，但我們依舊成功提升了模型的性能，儘管模型已經取得一定的成功，我們仍然認為還有進一步改進的空間，未來的方向可能包括調整ResNet的連接方式，嘗試不同的模型，以及探索不同的輸入格式處理方式。

此外，如果未來有機會，我們將透過這次比賽的經驗，進一步改良模型的架構，期待之後不同比賽能夠實現更出色的成績。

**柒、程式碼**

Github連結：

https://github.com/YJXsirius/AI-CUP-2024-spring.git

訓練資料：https://drive.google.com/drive/folders/1MRxT6C3Ub8FMBtniSotfoHlMUbsXdvWu?usp=sharing

訓練權重：https://drive.google.com/drive/folders/1TGF4QNO0dQ\_MQgGqblX3NNQfwpPL7hJg?usp=sharing
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| 指導教授資料 | | | | | |
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